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A microphotoluminescence study of single InAs/GaAs quantum dots �QDs� in the presence of an applied
external magnetic field is presented. Attention is focused on the redistribution between the spectral lines of a
single QD observed at increasing magnetic field parallel to the growth direction �Faraday geometry�. The
redistribution effect is explained by considering the electron drift velocity in the QD plane that affects the
probability for capture into the QD. In contrast, no redistribution is observed when applying the magnetic field
perpendicular to the growth direction �Voigt geometry�.
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I. INTRODUCTION

Quantum dots �QDs� are widely considered as perspective
candidates for various optoelectronic applications such as
QD lasers,1 QD memory devices,2 and single-electron
transistors.3 However, any operation of the QD-based de-
vices is considerably affected by excess charge �electrons
e ’ s or holes h ’ s� stored inside the QD,2,3 which highlights
the importance to practically control the charging or dis-
charging of QDs. Several experimental approaches4–15 have
been employed to load QDs with extra charges. However, a
sophisticated sample design,4 a definite level of intentional
doping,5 or an impurity background doping in the surround-
ing barriers6 were required. An applied external voltage was
used in samples containing an n-doped layer with
contacts8–10 or in samples prepared as Schottky diodes11–15 to
create extra e ’ s or h ’ s inside the QDs. It is important to note
that the applied voltage may deform the e ’ s and h ’ s wave
functions, which could result in the change of their interac-
tion energies; a fact which has been suggested to be the
reason for deviations between the calculated interaction en-
ergies and the experimentally derived energies.16

In the present paper, we apply an external magnetic field,
which facilitates an effective control of the charge configu-
ration in an individual QD and, consequently, its optical
properties by pure optical means. An external magnetic field
has been frequently applied in single QD spectroscopy in the
past decade.10,12–15,17–21 To access individual QDs, submi-
cron diameter apertures in a metal mask were patterned on
the sample surface13,17 or rather small ��100÷200 nm�
mesas10,14,18–21 were fabricated. As a result, the carrier spin
dynamics has been revealed13,15,20 and detailed information
on the exciton fine structure in individual QDs of InAs,18,19,21

GaAs,15,17 InP,10 and CdSe �Ref. 20� has been obtained.
However, in all these studies with an external magnetic field,
an important step of carrier dynamics was inevitably
overlooked—carrier transport in the barriers and/or in the
wetting layer �WL�—on which QDs are normally grown
prior to capture into the QDs. The importance of the latter
originates from the fact that in most of the optical experi-
ments with QDs, carriers are primarily generated somewhere
outside the QDs in the sample �e.g., in the barriers or in the
WL�.

In our earlier study, ensembles of QDs were investigated
by means of conventional photoluminescence �PL� in the
presence of a magnetic field up to 14 T for samples with
different QD density.22 In our present investigation, we have
used microphotoluminescence ��-PL� of a sample with a
rather low QD density �the averaged interdot distance is
�10 mm�, allowing us a direct optical access to an indi-
vidual QD without arranging apertures or mesas, which con-
siderably restrict the area of the sample �around the QD un-
der study� excited by the laser beam. Consequently, in our
experimental conditions, a laser beam was focused on the
sample surface down to a spot diameter of 2 �m �still con-
siderably larger than the lateral size of the single QD of 35
nm�. Thanks to this experimental approach, we observed that
the external magnetic field �B� applied in Faraday geometry
�i.e., perpendicular to the sample surface� affects the motion
of e ’ s and h ’ s differently in the plane of the sample prior to
capture into the QD. This is reflected in our experiments as
changes �decrease� in the extra negative charge accumulated
in the QD at B=0.

To explain the observed phenomenon, a model is devel-
oped according to which the lateral motion of e ’ s is slowed
down by B considerably more than for h ’ s �due to the fact
that the cyclotron frequency for e ’ s is higher than for h ’ s in
the GaAs barriers�. This increases the probability for e ’ s to
become captured into localizing potentials �positioned at the
GaAs/WL boundary� on their way toward the QD and, ac-
cordingly, effectively decreasing the electron flux while the
flux of h ’ s is almost left unaffected. The strength of this
effect, being highest at helium temperatures, is progressively
reduced as the sample temperature increases due to thermal
ionization of trapped e ’ s out of the localizing potentials.

Complementary studies in Voigt geometry �i.e., B is ap-
plied parallel to the sample plane� show almost no effect of B
on the charge state of a QD. Consequently, the magnetic field
does not quantize the in-plane motion of photoexcited carri-
ers in this geometry. It should be stressed that our findings
could be widely used in practice as an effective tool to con-
trol the charge state of QD-based devices.

II. SAMPLE AND EXPERIMENTAL SETUP

The sample studied was grown by molecular beam epi-
taxy �MBE� on a semi-insulating GaAs �100� substrate. The
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buffer layer was prepared with a short-period superlattice
40�2 nm /2 nm AlAs/GaAs at a growth temperature of
630 °C. On top of a 100 nm GaAs layer, the QDs were
formed from a 1.7-monolayer �ML�-thick InAs layer depos-
ited at 530 °C. A first growth interruption of 30 s was used
to improve the size distribution. Then the dots were covered
with a thin GaAs cap layer with a thickness of tcap=3 nm
before a crucial second growth interruption of 30 s. Finally, a
100-nm-thick GaAs layer was deposited to protect the QDs.
As a result, lens-shaped InAs QDs were developed with the
height and diameter of 4.5 and 35 nm, respectively. The dot
density was low with an average distance between the adja-
cent QDs of around 10 �m, which allowed excitation of a
single QD in a diffraction-limited �-PL setup.

To excite the sample, we used a Ti:Sapphire laser, where
the beam was focused on the sample surface down to a spot
diameter of 2 �m. The excitation energy of the laser �h�ex�
was tuned in the range from 1.23 to 1.77 eV with a maxi-
mum excitation power �P0� of 200 �W. For dual-laser ex-
citation conditions, a semiconductor laser operating at a fixed
excitation energy of 1.589 eV with a maximum power output
of 200 nW was used as the principal excitation source, while
a Ti:Sapphire laser was used as an infrared laser operating at
a fixed excitation energy h�IR=1.23 eV with a maximum
excitation power �PIR� of 100 �W. The sample was posi-
tioned inside a continuous-flow cryostat, which allowed tem-
perature �T� to change from 3.8 up to 100 K.

The luminescence signal passed through the retarder
�used as a quarter-wave plate� combined with a Glan-
Thomson linear polarizer and was further dispersed by a
single-grating 0.55-m monochromator combined with a ni-
trogen cooled CCD camera that allows a spectral resolution
of 0.1 meV. The sample was inserted in the center of a su-
perconducting magnet of solenoid type. A magnetic field �B�
up to 5 T was applied in Faraday or Voigt geometry with
respect to the plane of the sample.

Seven single dots at different spatial positions were exam-
ined with a resulting analogous behavior. For consistency, we
present the results taken from only one single QD to demon-
strate the typical behavior of QDs in the present study.

III. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows low-temperature �T=4.2 K� �-PL spectra
of an individual QD measured at an excitation energy �h�ex�
above the GaAs barrier �EGaAs=1.518 eV� and at different
values of the magnetic field �applied in Faraday geometry� as
indicated in the figure. The excitation light was linearly po-
larized and the emission was analyzed with respect to its
circular polarization �− ��+� shown in Fig. 1 by dotted
�solid� lines. It is seen that altogether three emission lines
marked as X0, X1−, and X2− can be registered depending on
the exact value of B. These lines were identified in our pre-
vious work23 as neutral, singly, and doubly negatively
charged exciton complexes, i.e., these lines are detected in
�-PL spectra when charge configuration of a QD at the emis-
sion event consists of 1e1h, 2e1h, and 3e1h, respectively.

The effect of the accumulation of the extra e�s in the QD
�at B=0� was shown23 to be crucially dependent on the exact

value of h�ex, i.e., on the difference between kinetic energies
of an e �Ee� and h �Eh� relative to the bottom of the conduc-
tion and top of the valence band of GaAs, respectively. In-
deed, at low excitation powers used in the present study �at
which Auger processes can be neglected� carriers can release
their kinetic energy only by emission of the cascade of
acoustic phonons �this is true for the case when Ee �Eh� is
less than the optical-phonon energy, i.e., 36.2 meV in the
case of GaAs �Ref. 24��. Consequently, for a higher kinetic
energy, a longer time is needed for carriers to cool down to
form an exciton and to recombine. As a result, it is predicted
that carriers with a longer “cooling” time are more likely
�compared to carriers with a shorter cooling time� to ap-
proach a QD and become captured into it. At the experimen-
tal conditions used presenting this study, �h�ex=1.540 eV�,
the energies Ee=19.2 meV and Eh=2.9 meV were calcu-
lated on the basis of a simple model of band-to-band excita-
tion in direct band-gap semiconductors in the approximation
of parabolic valence and conduction bands, which are char-
acterized by the effective masses of me=0.067m0 and mh
=0.45m0 �Ref. 24� �where m0 is the free-electron mass�.

It is seen that for an increasing magnetic field, all three
lines X0, X1−, and X2− exhibit a Zeeman splitting into two
oppositely circularly polarized components �Fig. 1�. Based
on the measured splitting between the �− and �+ compo-
nents, we can estimate a g factor; gex for the neutral exciton
gex=−2.2. This value is consistent with gex=−3 found by

FIG. 1. �-PL spectra of an individual QD recorded at T
=4.2 K, h�ex=1.540 eV, P0=20 nW, and for a number of mag-
netic fields applied in the Faraday geometry are shown by dotted
�solid� lines for the detection in the �− ��+� polarization. The exci-
tation light was linearly polarized. The inset shows �-PL spectra of
the same QD measured at T=4.2 K, h�ex=1.430 eV, P0

=100 nW, and for a number of magnetic fields.
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other authors in samples with InAs/GaAs QDs.21 However,
the most remarkable effect of the magnetic field on the �-PL
spectra of an individual QD is the redistribution between
spectral lines �Fig. 1�. Indeed, at B=0, the �-PL spectrum
consists essentially of the PL line X2−, which decreases in
intensity with increasing B at the expense of the appearance
of the X1− and X0 PL lines to completely vanish at B=5 T
�Fig. 1�. Instead, the X0 PL line dominates the �-PL spec-
trum at these experimental conditions. Consequently, in what
follows, we will entirely concentrate on the magnetic-field-
induced redistribution and leave the modifications in the fine
structure of all three spectral lines as a subject for following
studies.

As explained above, the observation of the intensity dis-
tribution of the three spectral lines in the PL spectrum shows
the charge configuration in the QD. Accordingly, the redis-
tribution of the �-PL spectra with increasing B �Fig. 1�
should be explained in terms of the magnetic-field-induced
“neutralization” of the negative charge accumulated in the
QD at B=0. To obtain further insight into the observed phe-
nomenon, the sample under study was excited with h�ex
=1.430 eV, which is below the WL band-gap energy
��1.450 eV as determined from PL spectra of the WL�, i.e.,
directly into the QD. At these excitation conditions, no car-
rier transport in the GaAs barriers or in the InAs WL is
possible prior to capture into the QD. The corresponding
�-PL spectra of the same QD measured at excitation with
h�ex=1.430 eV are shown in the inset in Fig. 1. It is seen
that a neutral charge state of the QD at B=0 is monitored and
no redistribution effect at higher magnetic fields is regis-
tered. Consequently, the redistribution effect achieved for ex-
citation with h�ex�EGaAs �Fig. 1� is explained in terms of
magnetic-field-induced changes in the transport of carriers in
the GaAs barriers. The major role played by the carrier trans-
port in the processes studied in our sample is further justified
by the experimental fact that the spectrally integrated �in-
cluding all three lines observed� PL intensity of the QD �IQD�
is approximately 1% relative to the corresponding intensity
of the entire sample, which is to be compared with the cor-
responding volume ratio of �10−6–10−5. Consequently, the
PL signal from the QD is primarily not determined by the
absorbing dot volume but is rather due to transport and cap-
ture processes of carriers from the barriers into the QD.

Evidently, our experimental data �Fig. 1� imply that the
magnetic field should affect the transport of e ’ s essentially
more than that of h ’ s. To considerably modify the motion of
the carriers, the magnetic field should be rather strong. The
usual criterion to evaluate the strength of the magnetic field
applied is to compare �c

e�h���sc
e�h� with unity.25 Here �c

e�h�

=e�B /me�h� is the cyclotron frequency, where e� is the el-
ementary charge, me�h� and �sc

e�h� are the effective mass and
scattering time of an electron �hole�, respectively. A magnetic
field is considered to be strong if �c

e�h���sc
e�h��1 because

when forming the cyclotron orbit, it is required that a carrier
should be able to accomplish at least one turn along the orbit
before it is scattered. The value of q�c

e�h� achieved at B
=5 T for the electron and for the hole is calculated to be
q�c

e=8.7 meV and q�c
h=1.3 meV, respectively. Typical

value of scattering time �sc
e ��sc

h � for an e�h� can be calculated
from the carrier mobility ��e�h�� according to the equation

�e�h�=e��sc
e�h� /me�h�. The carrier mobility of e�s �h�s� in high

quality GaAs material was experimentally studied in Ref. 26
�Ref. 27� for a wide range of sample temperatures �T�. Ac-
cordingly, for T=4.2 K �the case of the present study�, the
scattering time is calculated to be �sc

e =3.40 ps and �sc
h

=0.74 ps, respectively.28 We finally find �c
e��sc

e =8.9 and
�c

h��sc
h =0.29 at B=5 T. It is then clear that a magnetic field

of 5 T is still too small to affect the motion of the holes,
while already at B=1 T, the kinetic energy of the electrons
could be assumed to become quantized in units of q�c

e �i.e.,
Landau levels are formed�. Thus, we will consider the hole
motion to be almost unaffected by the magnetic field and will
concentrate on the possible mechanisms for which a mag-
netic field could influence the electron flux.

To get an insight into the carrier motion, we note first that
photoexcited carriers, which migrate in the plane of the
GaAs barriers �or/and the WL� prior to capture into the QD,
will �with a certain probability� become localized at potential
fluctuations at the GaAs/WL interface, which are due to the
growth-induced variations of alloy composition and strain
along the plane of the WL.29–31 The density of these localiz-
ing potentials �two-dimensional �2D� islands or clusters30�
was found to depend on the number of InAs MLs deposited
during the growth procedure. In particular, for the case of 1.7
ML deposition, �i.e., corresponding to the growth conditions
used in the present study� the density of large 2D clusters
�with a lateral size from five up to several hundreds of nan-
ometer� was measured to be �109 cm−2,30 implying that the
centers of the adjacent localizing potentials are separated by
�320 nm on the average.

It should be pointed out that the probabilities for electrons
and holes to get localized at potential fluctuations are differ-
ent. Holes in GaAs are �6.7 times heavier than electrons and
consequently, if a particle has been captured into localizing
potential at fixed sample temperature, the probability to re-
main localized is greater for holes compared to that for elec-
trons. Localized holes and electrons can recombine radia-
tively in the localizing potentials, which are evidenced by the
fine structure observed on the low-energy tail of the WL
emission �see for example Fig. 1�a� of Ref. 32�. This circum-
stance together with the faster “cooling” rate for holes com-
pared to that for electrons �as explained above� is responsible
for the extra negative charge accumulated inside the single
QD under study at zero external magnetic field �see Fig. 1�.

Second, there is an internal built-in electric field �F� in-
side the structure with a component directed in the plane of
the sample. The existence of such an internal electric field
have been reported for QD samples based on different mate-
rial compositions such as InAs/GaAs,32–35 CdSe/ZnSSe,36

CdSe/ZnSe,37 and InP/InGaP.38 The origin of F is suggested
to be due to ionized impurities spatially separated from the
QD.36,37,39 The magnitude and direction of this internal field
at a given time is determined by the charge distribution and
distances between the impurities positioned in the close vi-
cinity of the QD. In our previous papers,32,34,35 we investi-
gated the influence of F on the carrier transport at B=0. The
studies of single dots allowed us to estimate the time and
space-averaged magnitude of this internal field to be
400 V cm−1 in experiments with double-laser excitation at
zero external electric field32 and 470 V cm−1 when employ-
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ing single-laser excitation at nonzero external electric field.34

From the studies of QDs ensembles in an external electric
field at both single- and double-laser excitation conditions,
F=520 V cm−1 was obtained.35 Accordingly, an internal
field of F�500 V cm−1 is assumed at the single-laser exci-
tation conditions.

The motion of electrons in the GaAs barriers prior to cap-
ture into the QD is affected by both localizing potentials and
internal electric fields. At B=0 an electron is expected to
possess a thermal velocity vT= �2kBT /me�1/2, where kB is the
Boltzmann constant. The velocity that could be achieved in
the presence of an electric field is vF=�e�F. For low tem-
perature �4.2 K� these velocities are calculated28 to be vT
=4.4�106 cm /s and vF=45�106 cm /s, respectively. At
high magnetic fields, the kinetic energy of the carriers pos-
sessed at B=0 �in a direction perpendicular to the magnetic
field� cancels and is quantized in the units of q�c

e.40 If �in
addition to the magnetic field� also an electric field is ap-
plied, perpendicularly to the direction of the magnetic field, a
carrier will only be allowed to exhibit a motion with the drift
velocity Vdr=F /B directed perpendicular to both the electric
and the magnetic fields.41 It is seen that at B=5 T Vdr=1
�106 cm /s, which is evidently less than both vT and vF. In
other words, for the highest magnetic fields employed in our
experiments, the motion of an electron is essentially slowed
down compared to the case of B=0.

As a result, the “neutralization” of the charged QD �Fig.
1� is explained in terms of a magnetic-field-induced slowing
down of the electron motion which—in turn—considerably

increases the probability for electrons to be captured into
localizing potentials.

As explained above, an electron on its way toward the QD
will pass the localizing potentials �with an averaged time of
flight �of� into which it can be captured by emission of an
acoustic phonon �with a characteristic time �ac� as schemati-
cally shown in the inset in Fig. 2�b�. Hence, the probability
for an electron to pass over the localizing potential, i.e., the
magnitude of the electron flux ��e� coming toward the QD
�inset in Fig. 2�b�� is proportional to �of

−1 / ��ac
−1+�of

−1�
=1 / ��of /�ac+1�. Consequently, it is reasonable to expect that
the longer �of is the higher probability for capturing an elec-
tron into the localizing potential. Hence, the stronger sup-
pression of an electron flux toward the QD is predicted. At
this stage, we disregard the possibility of thermal ionization
of the trapped electrons out of the localizing potential �with
the probability WT as shown in the inset in Fig. 2�b�� because
of the low temperature �4.2 K�. The effect of increased tem-
perature will be discussed below.

The typical value of �of could easily be estimated if the
characteristic size of the localizing potential �L� was known.
In our previous study of another piece of the same sample,
the potential was evaluated to be L=47 nm.34 Accordingly,
at B=0, �of�0 T�=L /vF=0.1 ps and at B=5 T, �of�5 T�
=L /Vdr=4.7 ps. However, it is clear from the above that the
different values of �of achieved for different magnetic fields
could not lead to the observed changes in �e if �of�B�
	�ac�B� for the magnetic-field range 0
B
5 T. Conse-
quently, an estimate of �ac is needed.

FIG. 2. �a� Number of extra electrons in QD �Ne� as a function of the magnetic field shown by solid �open� symbols for single-�dual� laser
excitation conditions at T=4.2 K. The solid triangles �squares� correspond to the Faraday �Voigt� geometry. Data derived for single-laser
excitation �solid triangles� are obtained from Fig. 1. The dual-laser data were recorded at h�ex=1.589 eV, P0=20 nW, h�IR=1.23 eV, and
PIR=50 �W. The solid and dashed lines are fits to the data calculated on the basis of Eq. �1� as explained in the text. �b� Strength of the
redistribution effect Ne�B=0� /Ne�B=5 T� measured in the Faraday geometry at h�ex=1.540 eV, P0=20 nW, and for a number of tem-
peratures. �c� Magnetic field at which Ne�0.2 �Bd� as a function of PIR measured in the Faraday geometry with dual-laser excitation at
T=4.2 K, h�ex=1.589 eV, h�IR=1.23 eV, and P0=20 nW. The inset in �b� is a schematic illustration of the assumed conduction-band
profile of the sample including the QD and the localizing potential. The arrows indicate processes explained in the text.
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To evaluate the typical value of �ac in MBE-quality GaAs
material, we adopt the carrier relaxation time �rt=80 ps at
B=0 as determined from temporal dynamics of the PL signal
in a MBE-grown GaAs/AlGaAs quantum well of 17-nm
thickness.42 The main contribution to the relaxation time
originates from the emission of a cascade of acoustic
phonons because emission of optical phonons in GaAs takes
much shorter time.43 Hence, we calculate �ac=�rt /Nph, where
Nph is an averaged number of acoustic phonons emitted by
the electron to release its kinetic energy Ee. To estimate Nph,
we note that an electron during its cooling process can emit
acoustic phonon of energy q�ph ranging from zero up to
q�ph

max=2vl�2meEe�1/2−2mevl
2 as calculated considering an

elementary act of the electron-phonon interaction �assuming
a parabolic conduction band�, where vl=5.2�105 cm /s is
the velocity of longitudinal-acoustic phonons in GaAs.44

Thus, q�ph
max=1.2 meV for Ee=19.2 meV. Assuming aver-

aged ��ph���ph
max /2, we conclude Nph�30 and, hence, �ac

�3 ps, which is of the same order as �of�5 T�. It is impor-
tant to note that with increasing magnetic field, �rt and,
hence, �ac was found to exhibit a gradual increase ��rt was
increased up to 120 ps at B=5 T�.42 Thus, according to Ref.
42, with an increase of B from 0 up to 5 T, �ac increases by
just a factor of 1.5 while �of�B� increases by 47 times for the
same experimental conditions. As a result we can consider
�ac to be independent of B.

Figure 2�a� shows the number of extra electrons �Ne� ac-
cumulated in the QD in its dependence on B. Ne was derived
from experimental data of Fig. 1 on the basis of the follow-
ing equation: Ne=2�W2+W1, where W1�2�= IX

1−�2−� / IQD.
Here IX

1−�2−� is the spectrally integrated PL intensity of the
X1− �X2−� PL lines and IQD is the sum over all three PL lines
in Fig. 1 �including X0 PL line�. It is seen that with increas-
ing magnetic field, Ne progressively decreases to reach �0.2
at B=5 T �Fig. 2�a��. The number of extra electrons accu-
mulated in the QD is considered to be proportional to the
difference between the fluxes of electrons ��e� and holes
��h�. Assuming �as above� �h to be unaffected by a mag-
netic field, Ne can be expressed in the following way:

Ne =
�e − �h

�h
=

C

�of/�ac + 1
− 1 =

C

� � B + 1
− 1, �1�

where �=L / ��ac�F� and C are constants. A fit to the experi-
mental data with Eq. �1� is shown in Fig. 2�a�. It is seen that
the fitting curve can reproduce the experimental data satis-
factorily. From the fit, we find the parameter �=0.22 T−1

which, assuming L=47 nm and F=500 V cm−1, results in
�ac=4.3 ps. This value is in a good agreement with the ex-
pected magnitude of �ac�3 ps as was estimated above. It
should be mentioned that the lowest value of B used in the
fitting procedure was restricted to 0.56 T providing �c

e��sc
e


1.
It is interesting to note that our model �Eq. �1�� predicts

that Ne should be entirely dependent on the ratio B /F. Con-
sequently, if one increases �decreases� F, the same Ne should
be achieved at the value of B, which increased �decreased�
by the same amount. To check this idea, we decided to de-
crease the strength of the internal field F by an illumination
of the sample with an additional infrared �IR� laser �see Ref.

35�. The evolution of Ne versus B as obtained in experiments
with dual-laser excitation conditions is shown in Fig. 2�a�. It
is evident that Ne�0.2 has been reached already at B=3 T
and, moreover, Ne=0 at B
3.5 T. A fit to these data �Fig.
2�a�� was performed with the same value of C, which was
derived from the fitting curve corresponding to single-laser
excitation conditions. The parameter �=0.52 T−1 evaluated
from this fit implies that in experiments with dual-laser ex-
citation, the field F has decreased by a factor of 2.4 com-
pared to single-laser excitation conditions. We further deter-
mined the value of B �Bd� at which Ne�0.2 for a given
excitation power of the IR laser �PIR�. The results are shown
in Fig. 2�c�. It is clear that Bd is progressively reduced with
increasing PIR �i.e., with decrease of F� in full agreement
with Eq. �1�. These experimental observations support the
model proposed.

To further check the suggested model, we applied a mag-
netic field parallel to the sample surface �i.e., in the Voigt
geometry�. In this experimental arrangement, the magnetic
field cannot totally quantize the in-plane motion of the elec-
trons and, accordingly, the electron flux toward the QD
should not be slowed down. In other words, Ne should re-
main almost the same at any magnetic field applied in the
Voigt geometry. The corresponding data are shown in Fig.
2�a�. Indeed, Ne remains almost constant �with a slight in-
crease from 1.6 up to 1.7 with an increasing magnetic field
from 0 up to 5 T� with respect to the case of Faraday geom-
etry �Fig. 2�a��. This experimental observation also supports
the suggested model.

To finally check the developed model, the temperature �T�
evolution of the observed phenomenon was studied. Our
model is based on the magnetic-field-induced localization of
electrons on the heterointerface potentials. Evidently, at el-
evated temperatures, thermal ionization with increase of T
will increase with a probability WT proportional to
�exp�Ei /kBT�−1�−1, where Ei is the ionization energy of lo-
calized electron. These processes are schematically shown by
the arrow marked with WT in the inset in Fig. 2�b�. As a
result, a more limited influence of a magnetic field on the
electron flux is expected as the temperature is elevated. Cor-
responding data in terms of the strength of the redistribution
effect defined as Ne�B=0� /Ne�B=5 T� for a number of tem-
peratures are shown in Fig. 2�b�. It is evident that the
strength of the redistribution effect progressively decreases
from 8.5 �at T=4.2 K� down to 1 �at T
55 K�, which sup-
ports the suggested model. The rate of the observed decrease
is fast in the temperature range from 4.2 to 10 K implying
that Ei should be of the order of 1 meV. This value is in
reasonable agreement45 with an averaged value of ionization
energy found for holes ��2.8 meV� in our previous work,34

where we studied another piece of the same sample in an
external electric field.

IV. CONCLUSIONS

In conclusion, a magnetic-field-induced charging control
of individual QDs has been obtained. At above barrier pho-
toexcitation, the population of the QD with excess e�s is
modified with an external magnetic field in Faraday geom-
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etry that controls the electron transport in the QD plane. The
field strength required to control the charging is dot depen-
dent and it can also be tuned by using an additional infrared
excitation source. Temperature dependence measurements
support the proposed explanation. The reported redistribution
effect can be used as a nondestructive tool to estimate the
magnitude of the in-plane electric field around a QD.
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